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b)
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Answer any Five of the following questions.
All Questions carry equal marks.

If Pisa homomorphism of G into awith kernel K, then prove that K is a normal
sub group of G.

If G is abelian or order O(G) and P*/ O(G), P**! O(QG), then prove that there is a
unique subgroup of G of order P«

If G is a group, then show that A (G), the set of automorphisms of G, s also a
group.

State and prove Cayley’s theorem.

If p is prime number and p*/O(G), then prove that G has a subgroup of order p=.

Let G be a group and suppose that G is the internal direct product of N,...,N . Let
T= N,... N. Then prove that G and T are isomorphic.

Prove that a finite integral domain is a field.

If ¢isa homomorphism of R into R’, then prove that (1) L 0)=002) L (—a) =
_ ¢ (a) for every a SR

If R is unique factorization domain, then show that R[x] is also unique
factorization domain.

If R is an integral domain with unit element, prove that any unit in R[x] must
already be a unit in R.



06) a)

b)

Q7) a)

08) a)

b)

09) a)

b)

010) 2)

b)

Prove that the element a K is algebraic over F if and only if F(a) is a finite
extension of F.

If a €K is a algebraic of degree n over F, then prove that [F(a) : F]=n.

. f3

Prove that if are constructible, then SO are

at B o fand o/ S(when S=0) b) Prove that a circle in Fhas

an equation of the form x>+ y?>+ ax + by + ¢=0, with a, b, c in F.

Show that the polynomial p(x) = x* — 3x — 3 over Q are irreducible and have

exactly two non-real roots.

In S, show that (1 2) and (1 2 3 4 5) generate S..

Show that the partially ordered set of subgroups of a cyclic group of prime power

is a chain.

Show that any complete Lattice has a zero and an element.

Prove that the following two types of abstract systems are equivalent.
(1) Boolean algebra
(2) Boolean ring with identity

Prove that any ring for which there exist a prime p such that pa = 0, @’ = a for
every a in the ring is commutative.

FE
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o1

02)

03)

04)

05)

006)

b)

b)

Answer any Five of the following questions.
All Questions carry equal marks.

Prove that every infinite subset of a countable set A is countable.

Let {E }, n=1,2,3, ..., be a sequence of countable sets, and put , then prove that

s= JE,
=l is countable.

Prove that every bounded infinite subset of R* has a limit point in R%.

Prove that every & - cell is compact.

The sub sequential limits of a sequence {p }in a metric space X form a closed
subset of X.

Suppose {s }is monotonic. Then prove that {s } converges if and only if it is
bounded.

If f'is continues mapping of a compact metric space X into R¥, then prove that
f(X) is closed and bounded.

If f is continuous mapping of a compact metric space X into Y. Then f is
uniformly continuous on X.
L]

: : A =]
If 7 is continuous on [a, b], then prove that 7 is rectifiable, and a

" (@) -

If f(x) = 0 for all irrational x, f{x) = 1 for all rational x, prove that f.E 'R on [a, b]
for any a < b.

Prove that 'R on [a, b] if and only if for every € =0 there exist a partition P

such that V(B a) LB a)=¢.

If P* is a refinement of P, then prove that L@.f a)<LP.f )



Q7)

08)

b)

b)

Prove that the sequence of function {f} defined
on E, converges uniformly on E if and if only
for every £=0 there exist an integer N such that

L-fu)|=e.

m =N, n =N, xcE implies

Suppose {f } is asequence of functions defined

on E, and suppose fﬂ(r]| =M, (xeE,n=1,2,3..))

then prove that > f, converges uniformly on E

if > M, converges.

If K 1s a compact metric space, if f, € £ (k)for
n=1,23,... and if {f }is pointwist bounded and
equicontinuous on K, then prove that (1) {f } is
uniformly bounded on K(2) {f} is contains a

uniformly convergent subsequence.

If K 1s acompact metric space, if f, € £'(k)for
n=1.23,... andif [f } converges uniformly on
K, then prove that /f} isequicontinuous on K.




09
a) If fis measurable, then prove that [f| is

measurable.

b) Letfand gare measurablereal-valued functions
defined on X_1etF be real and continuous on B2,
and put A(x) = F(fix). g(x)), (x€X) then prove

that & is measurable.

010)

a) IffeZ(u) on E, then prove that |[f|E £(y) on E

and

| fu

< [|f]dp.

b) Suppose that =/ + f,. where f, €L (i) on
E(i=125_._.). then prove that f € £ {1 and

[ fdu=[fdu+=[ frdu.

K E K

k]
k]
k]
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o1

b)

02)

Answer any Five of the following questions,
selecting at least two questions from each section.
All gquestions carry equal marks.

SECTION - A

Prove that

(1—2xz+z2)% =i2"pn(x), |x|$1, |z|<1.
n=0

1
If u, = jx-lpn(x) P, (x) dx, then show that
-1

nut (n— Du_ =2, hence evaluate u .

a) Showthat
. . 1
i x"J (x)dx =———— ., n>
1 ,J;r i A = ey

@

if) jx-” J _(x) dx =

]

b) Show that

(=

—  n>—_.
2T (n+1) 2

i) j ¥ T (x)dx =x° J(x) — 2% T (x)

i) jxs Jx)dx = 2J(1)—3J, (1)



03) a) Solve (yz + 2x)dx +(zx — 2z)dy + (xy — 2y)dz = 0.

b)  Solve
z(y + z)dx + z(t— x)dy + y(x — )dz + y(y + z)dt = 0.

04) a) Solve (22— —yz)p+ (X2 —)*—zx)q = z(x — y).

ij +2DD'+D" Jz=2cosy—xsny.

b -

05) a) Solve Solve [D_D'_IJ[D—ED'—3:IZ=4—3_r—ﬁ}-_

b)  Solve (r — t)xy — s(x*> — »*) = gx — py by Monge’s method.

SECTION - B
06)
a) Provethat ||z|— |1F|| < |z—w|and give necessaryand
sufficient conditions for equality.
2
b) LetZ =rcis — for an integer n>2. Show that
1+z+ _+z%'=0.
07)
a) Ififi‘. (z—a)isa given pow er seriesw ith radias

of convergence R, then prove that
R =limnla, fa_,|ifthis exist

(s3] Let Gheeitherthe wholeplane C or some open
disk Ifw: G —-Risaharmonic function_ then

show thatu harmonic conjugate.

08) a) State and prove Cauchy’s integral formula in second version.

dz
b) Evaluate ,..2,2 1 Where y(0) = 2|COS 2(9|e‘f’ for
y

0<0<2m.




a) Show that I Smx = %

29)

b)  State and prove general version of Rouche’s theorem for curves other than circle
in G.

Q10) a)  State and prove Maximum Modulus theorem.

o

b) Evaluate J' _xdx

OJc4+352+1
Y74
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Answer any Five of the following questions.
All gquestions carry equal marks.

o1y

al) State and prove existence theoremn .

(23] Let ¢,.-..¢p, be 7 solutions of L) = 0 on an
interval I and letx, beany pointinI. Then prove
that W ,....d Ix) = =P |:—J-a1[r_”_|dr:|
T ge - g, 0D

02

al Werify the function ¢ ,satisfies the egquation
x? y" T "+ 15y =0, ¢ (x)=x2 (x> 0)and find
asecond ndependent solution.

B Stateand proveexistence theorem forA nalvitic
coefficients.

03)
al Find all real - valued solutions of ' = 12_'_ hx ;
e

b7 LetM_ N betworeal valued functions which has

continuous first partial derivatives on some

rectangle B : |x—x:,| = a, |_;|.:—_;|.::,| =&_. Then show
that M(=x.v) + MN(x. w12 = 0 is exact in R if and
only if"%ii = E;i .

- L L0




04)

a)
b)
05)
a)
b)
006)
a)
b)

Show thata function ¢ isa solution ofthe initial
value problem »'=f{x.¥). v(x,)= v, on Jif and

only if it is a solution of the integral egquation
— 4 oy By T s
N,

Find the first four successive approximations

Po. @y, for y'==? + v w(0) = 0.

Find the solution @(x) of »'"'= 1+{ ") which

satisfies @(0) =0, @ {0) = 0.

Suppose that fis a continuous function on an
interval |x—x;|=a. Show that the solution @ of
the initial value problem "= fix). »(x,) = oL,

V'(x,) =P can be written as

Plx) =ot+p (x —x) + f e — 2| At

State and prove local existence theorem.
Consider system where 3 = av,+ by,
v, =—byv, + av, a. b are real constants,

(1) If ¢d=(d,. ¢;) is any solution with values in
K. sh ow that ||¢(xj||=||q{0]"e£ . where
| 23| = [qll’_x:l—q:f_xj:l}{ {2y Verify that the solution
satisfies (0 =({1.0% is given bwv

D(x) = & (coshx_, —sinbx).




Q7)

b)

08)

b)

29)
a)

b)

010)
a)
b)

Bwv reduction to linear eguation solve the

Riccati’s equation ' '= —23v? — Sy — 2.

Find the greens function of the boundarv value

problem "= —fx). »(0) =0, »(1)=0.

Show that if z,, z,. =z, are any four different

solutions of the Riccati equation

¥+ a(x)yv + B(x)? + e(x) = 0, then show that
b (R D

Y= M=

Find the functions =(x)_ &), m2(x) such that

PR ol . o
z (x)[ 3" 239"+ 2y | =— (ki(x) '+ m(xp)and

hence solve x? 3" - 2x3"+2v =0, x> 0.

Htate and prove stimamm secaration theorerrm .

Solvex? y" - 2xy" (24 )v=0_.x = 0.

Stateand prove Gronw all™s ineguality.

Driscuss the oscilation of Bessel eguation
x? " —xy (-t =0.




